On the Vision of Implementing A Truly Native Ethernet-Based Global Multi-Service Infrastructure
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Abstract-This work proposes a novel native Ethernet-based networking architecture and switching paradigms to implement a truly end-to-end Optical Ethernet infrastructure seamlessly stretching from enterprise LAN to Metro to Global.  To this end, the City College Next-Generation Data-Centric Networking Lab along with Verizon Communications scientists and engineers are leading extensive research aimed at defining the networking technology and architecture for scaling Metro Ethernet networks into a Global multi-service infrastructure. 

I. INTRODUCTION
The tremendous acceptance of Gigabit Ethernet in most Local Area Networks (LANs) has created pressure on carriers and service providers (SPs) to offer native Ethernet services at gigabit rates in the MAN and WAN environment. The simplicity, low cost, and ubiquitous of Ethernet has resulted in increased interest among the research communities, industry, and standards in carrier-grade Ethernet as a lower-cost alternative to traditional transport infrastructure [1-4]. Carrier-grade Ethernet is playing an increasingly important role in the network infrastructure used to deliver both residential triple play and new Ethernet services for Enterprise application. As Enterprise and customer demand for Ethernet services continues to explode, transition from legacy WAN technologies to Ethernet-based technology is gaining momentum. 

The fundamental problem is that the majority of today’s service provider infrastructures are built on legacy circuit-based infrastructures (SONET/SDH). Even though frame relay and ATM are widely used data transport protocols today, circuit switching equipment still processes approximately 80% of the carrier traffic mapped onto legacy SONET networking infrastructure [5]. The voice-optimized nature of these networks means that data traffic requires additional switches or routers to map data into time division multiplexed (TDM) channels for transport across the SONET/SDH network. The result is a complex, multi-tiered networking architecture, ineffective for data-centric Metro and WAN environments.

Ethernet is uniquely positioned as the leader for the inexpensive and flexible transport of packet-based technologies.  Ethernet equipment is readily available at reasonable prices, and provides a migration path from 10 Mbps, to 100 Mbps and to Gigabit Ethernet.  Despite the euphoria about Ethernet, a number of challenges remain before Ethernet technology can truly support carrier-class Ethernet services and/or carrier-grade global transport infrastructure. From a carrier’s perspective, however, Ethernet technology still faces several key challenges including scalability, end-to-end OAM, quality of service (QoS) guarantees, resilience, and security.  Specifically, Ethernet has faced a number of scaling challenges including the use of a spanning tree (ST) to route traffic, flat addressing structure and lack of routing hierarchy, and the use of broadcast/ multicast auto-discovery mechanisms.
Nonetheless, with the current round of Ethernet standardization aggressively addressing the list of outstanding issues, and with the continuously growing support from both academic and industrial research communities, carriers, vendors, service providers, and customers, the vision of “an all Ethernet WAN infrastructure” displacing the legacy WAN technologies is rapidly gaining solid support and is very likely to become a reality in the near future. 

II. MOTIVATIONS AND PROPOSED VISION
Since well over 90 percent of all data traffic originates and ends on an Ethernet LAN, the envisioned data-centric next generation networking infrastructure must have the capability of transporting native Ethernet frames across any segment of the network. Thus, transporting native Ethernet frames end to end from the access network through the metro and core networks to another access network is the most cost effective, simple, and efficient solution.   

It is the main objective of the proposed work to scale metro Ethernet networks into a global multi-services infrastructure.  Specifically, this work proposes a truly native end-to-end layer-2 MAC frame-based Optical Ethernet infrastructure seamlessly stretching from enterprise LAN to Metro to Global.  We show that by combining the simplicity and cost effectiveness of Ethernet technology with the ultimate intelligence of WDM-based optical transport layer, Optical Ethernet (Ethernet-over-WDM) could evolve as a next generation networking paradigm providing a seamless global transport infrastructure for end-to-end transmission of native Ethernet frames. 

Today’s notion of supporting “IP directly over WDM" (IP/MPLS-over-WDM interconnection models) is little more than cleverly disguised marketing; i.e., IP-over-WDM is almost invariably IP packets mapped into SONET/SDH, coupled with SONET/SDH-based point-to-point DWDM systems. The proposed “Ethernet-over-WDM” model is truly a two-layer model where native Ethernet frames are mapped directly over WDM.  It offers advantages over existing Layer-2 and MPLS solutions in that it divorces the Ethernet from legacy transport mechanisms like SONET/SDH and other layer-2 protocols.  
The proposed networking paradigm is not limited to corporate VLANs or just geared towards business needs, it is rather a “Global Multi-Service Resilient Internet” that provides a universal Ethernet transport infrastructure.  Furthermore, this future global Internet is optimized/engineered to carry a mix of different service types rather than being optimized for one specific service type; where data services are treated as one of many competing services in a portfolio of a mix of service types. The networking architecture and topology of the proposed Internet, as this work will show, is inherently more secure and resilient compared to today’s Internet. The proposed future Internet equipped with these features is dramatically different than today’s Internet. Our vision is consistent with the view published by the IEEE communication magazine/Global Communication Newsletter; that is, rather than the future vision of being “IP over everything” it highlights, the future network could be based on IEEE Ethernet [6].  

The proposed end-to-end layer-2 solution is capable of carrying IP traffic, maintaining full compatibility with the current Internet and its applications. The proposed networking paradigm offers two different scenarios for supporting Internet applications. The first traditional scenario is to run Internet applications directly over the TCP/IP protocol stack, which corresponds to layers 4 and 3, respectively, of the Architecture of Reference.  Then, these can run directly over layer-2 (Ethernet) of our model.  The second scenario targets putting the Internet applications directly over Ethernet – bypassing TCP/IP layers. In other words, to run Internet applications directly over layer-2 LLC/MAC (LLC2 can be used instead of TCP and LLC1 or LLC3 can be used instead of UDP). The connectivity services offered by the transport layer over TCP/UDP are equivalent to those by the link layer over LLC, and the datagram’s services offered by IP are equivalent to those offered by Ethernet [6]. 

To implement the proposed ambitious vision of a global multi-services Ethernet infrastructure, several key critical issues, arranged in order of importance and may be complexity, need to be thoroughly examined and addressed including: 1) How to devise a novel global layer-2 MAC and/or VLAN ID-address structure and space that is unique, hierarchal, and scalable with a source and destination addresses? 2) How to provide comprehensive Operations, Administration, Maintenance, and Provisioning (OAM&P) in a unified Ethernet-Optical environment? 3) How to totally eliminate the reliance on STP/RSTP/MSTP routing and redundancy functionality? 4) How to reliably transport native Ethernet frames that have no overhead capability to perform network OAM&P across the WAN?  5) How to integrate layer-2 Ethernet control plane functionality with that of the optical transport layer (layer-1)? 6) How to quantify the physical layer transmission impairments over a national scale mesh-based networking infrastructure when multi-gigabit self-similar burtsy traditional/jumbo Ethernet frames are traversing it? This will essentially necessitate revisiting the major impairments of physical transport networks that have been extensively studied in the SONET-based circuit-switched scenarios.     

The main characteristics of the proposed Ethernet-over-WDM model are: (1) Conventional Ethernet MAC frames and/or jumbo Ethernet frames must be transported natively (translation into some other protocol is not allowed) end to end from the access network through the metro and core networks to another access network. (2) Only pure layer-2, switching at the packet/frame granularity, is allowed throughout the entire network including access, MAN and WAN.  (3) Supports an IP/GMPLS-based unified control plane that offers a tighter integration between layer-1 (optical transport layer) and layer-2 (Ethernet layer), leading to the collapse of the two layers into a single integrated layer managed and traffic engineered in a unified manner.  The unified control plane supports real-time provisioning and restoration of both full lambda and sub-lambda EVCs by running a single instance of an integrated routing and signaling protocols (use of ST, RST, and MST routing are totally eliminated). 

III. IMPLEMENTATION STRTEGY
It is important to emphasize from the outset that there are strong analogies between the IP-over-WDM interconnection models [7-8] and the proposed Ethernet-over-WDM model.  Anyone who has followed the development of IP-over-WDM interconnection models (the overlay and peer models) throughout 1990s can easily observe that most of the initial problems encountered in the development process were mainly due the optical network-Internet (IP) gap. It took the industry, the standards bodies, and the two research communities nearly ten years of extensive continuous hard work and collaboration to narrow this gap. 

Now we have the opportunity to reapply a lot of this technology, suitably modified to Ethernet technology.  Our strategy is first to take full advantage of the knowledge and developments gained during the past ten year’s course of developing the IP-over-WDM interconnection models.  The key to a successful strategy rests on taking the best features from both the overlay and peer models while avoiding their limitations. Specifically, the viability of the proposed integrated L1-L2 control plane rests entirely on avoiding the two major obstacles that hindered the practical implementation of the integrated control plane of the IP-over-WDM interconnection peer model.  The following summarizes the peer model’s two major problems along with the lessons that will guide the process of devising a unified L1-L2 control plane:  1) The edge IP/LSR router of the integrated control plane of the peer model was the device that manages all network resources including both the physical layer and layer-3 logical resources. Thus, the edge routers are choked by constant barrage of network state updates and optical network topology and resources, leading to a major scalability problem. Lesson 1: when devising an integrated control plane that manages both GigE and optical switches, never delegate this task to the GigE switches.  If the smart IP/LSR router could not make it; how do you expect that GigE switch along with its primitive ST to make it?  2) Since it is highly unlikely that service provider who owns the optical transport network (OTN) would ever want give a client (routers or GigE switches) full access to the topology and resources of the optical network. Lesson 2: topology isolation between the optical transport Layer-1 and the client layer (layer-2) must be maintained as well as the client/server layer relationship must also be maintained where the client layer and server layer (layer-1) are functionally decoupled.  

IV. AN ALL ETHERNET INFRASTRUCTRUE  

The proposed “Ethernet-over-WDM” is a truly two-layer model and has no any intermediate layers (e. g., IP/MPLS /ATM/ SONET). However, the important functionalities provided by these layers (traffic engineering in ATM, routing /restoration in IP/MPLS, and multiplexing and fast restoration in SONET) must be retained by the proposed model. Thus, these functionalities must be distributed between the model’s two layers (layer1 and layer2).  Since alleviating the Ethernet layer from its legacy tree-based routing and restoration functionality (total elimination of STP/RSTP/MSTP and all its variants), is one of the key requirements for the successful implementation of the proposed paradigm.  In this case, these spanning tree-based (layer-2) functionality, along with most of all other networking functionalities and intelligence must now be passed on down to the optical layer (the only available option). This would require three optical networking innovations: 1) a fully intelligent and agile optical transport layer; 2) a novel hybrid optical node architecture; and 3) an integrated control plane that manages both layers (later-1 and layer-2), which must be owned by the optical layer rather than by the GigE switches. 

In the envisioned network model considered here, client GigE switches (might also be owned by the SP who owns the OTN, e.g. provider edge (PE) switches) are attached to a fully intelligent optical core network. The optical network consists of multiple hybrid optical nodes interconnected via WDM links in a general mesh topology. The edge GigE switches (or the PEs) are clients of the optical network and are connected to their peers over dynamically switched lightpaths spanning potentially multiple optical nodes.   

A.  A Hybrid Optical Node Architecture

The backbone node architecture of the proposed model is composed of 3 key modules: (1) All-optical switch fabric (Optical Cross-Connect (OXC)): Performs pure optical switching without wavelength conversion capabilities where the granularity of switching is the entire wavelength.  (2) Backbone electronic switch fabric (GigE switch): Capable of multiplexing, de-multiplexing, and switching low-speed traffic streams (EVCs) onto the wavelength capacity. The backbone GigE switch is attached to the optical switch fabric through an array of transceiver and can generate and terminate the traffic to/from a lightpath. The number of wavelength channels that can be terminated/generated into/from the electronic switch is a function of the transceiver array size.  (3) OXC-Controller: A non traffic-bearing IP/MPLS-based intelligent control plane module managing both optical and logical domains (layers 1 and 2).

B.  A Fully Intelligent Agile Optical Networking Layer

To realize the “ultimate vision” of an agile, fully intelligent optical networking layer capable of supporting integrated routing and signaling algorithms for real-time provisioning of EVCs at any bandwidth granularity (on a per-call basis), the following two salient features must be implemented: 1) Most of the networking functionalities and intelligence must be migrated down to the optical layer including switching, protection, traffic engineering, OAM&P, provisioning of both full lambda and sub-lambda EVC requests, and selective restoration (differentiated resilience for different classes of service), all supported entirely on the optical layer’s terms; 2) The optical layer must own and manage both the physical connectivity and resources (layer-1 optical resources) and logical connectivity and resources (layer-2 Ethernet resources). Thus, both the logical and physical topologies now belong to a single administrative domain managed and controlled by the optical layer, leading to the creation of a unified control plane with the optical layer running a single integrated routing/signaling protocol instance.
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